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What are we doing?  We’re building a network.
We started with a blank slate...



IRU with TVA: Chattanooga to Tri-Cities
and Knoxville to Nashville to Memphis



With stubs into Alabama and Mississippi



Another IRU with Qwest: Atlanta - Chicago



Arranged asset trade with NLR
Charter-member prices on their infrastructure



Which will look like this when finished



Infrastructure - Not a Network
On it, we’re building or adding to three research networks

DOE’s UltraScience Network

NSF’s CHEETAH (which will help us study inter-domain 
issues in switched circuits)

ORNĽs connection to DOE’s ESnet (which will bridge to 
operational status for Switched-Circuit techniques)



UltraScience Net: a reservation-based network

ORNL-USN



CHEETAH: an MPLS/GMPLS-based network

DOE-USN

NSF-CHEETAH



ESnet: DOE’s production network (where we 
will use MPLS tunnels)

DOE-USN

NSF-CHEETAH

DOE-ESnet



Questions to be answered
MPLS/GMPLS vs. Scheduling and Reservation

Inter-domain resource allocation, peering, and brokering

Transitioning these techniques to operational networks



MPLS/GMPLS vs Reservation
Scheduling and reservation come from a supercomputer, batch 
or grid-using community 

Jobs run for days or weeks, resources scheduled in advance

File transfer time may only be known approximately

MPLS comes from the telecom community

Pick-up-the-phone-and-dial; it connects, or it doesn’t

Highly interactive, phone-call like model of computing



Inter-domain Issues
UltraScience Net and CHEETAH join in Atlanta 

CHEETAH’s western end terminates at ORNL

Opportunity to experiment with technical, not policy issues

Policy will have to be settled at or by JET



Transitioning to Production
Use “off hours” capacity in ESnet 

Schedule MPLS partial-bandwidth tunnels

Experiment with scheduling in an operational context

Fortunately, ESnet is “in the family” 



Current Status
Chicago Sunnyvale is up and running

The Atlanta-Chicago circuit is being built out now

Most hardware installs are complete, including ORNL

All hardware installs scheduled for completion by April 30

Test and Turn-up to be complete by mid-May

Knoxville -Nashville following, roughly one month behind

Testing of TVA fiber found some problems...



Chicago-Sunnyvale
NLR providing 2 x 10Gbs circuits from Chicago to Sunnyvale

Initial transport is via 10Gig-Ethernet

Circuits up today

Chicago layer-two switch installed six weeks ago (LAN-PHY)

Sunnyvale switch installed last week

Roll to SONET later (May-June?) when NLR brings up 
SONET lambdas (awaiting Cisco transceivers)



Phase-1 (April)



Phase-2 (April-May)

N x 1Gig-E

ORNL
M160

SOX
M320



Phase-3 (May-June)
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Phase-4 (June)



Thank you

http://www.csm.ornl.gov/ultranet




